
MassiveFold 

Massive sampling with MassiveFold in CASP16-CAPRI
Nessim Raouraoua1, Marc F. Lensink1 and Guillaume Brysbaert1

1 Univ. Lille, CNRS, UMR 8576 – UGSF - Unité de Glycobiologie Structurale et Fonctionnelle, F-59000 Lille, France
guillaume.brysbaert@univ-lille.fr

Key: Auto:Y; CASP_serv:N; Templ:Y; MSA:Y.MetaG; DeepL:Y; AF:AF2; EMA:Y; MD:N

The results of CASP15 have shown that increasing the number of predictions while including diversity 
in the inference process led to a significant improvement for multimer predictions1. However, this 
massive sampling strategy requires access to a large GPU infrastructure to be able to generate the 
predictions in a short period of time, and is therefore not accessible to all predictor groups.

For CASP16, we used MassiveFold2 (https://github.com/GBLille/MassiveFold), which allows 
massively expanding the sampling of structure predictions by optimizing the computing of 
AlphaFold3,4 based predictions. It improves the parallelization of the structure inference by splitting the 
computing on CPU for alignments, running automated batches of structure prediction on GPU, and 
gathering the results in a single output directory, with a consolidated ranking and a variety of plots. 
MassiveFold uses AFmassive (https://github.com/GBLille/AFmassive) inference engine, an updated 
version of AFsample6 that offers additional diversity parameters for massive sampling. MassiveFold 
can also use ColabFold5.

We used a large GPU cluster to generate 8040 predictions for the majority of the targets, submitted our 
top 5 and made the ensemble of predictions available to all predictors for a CASP16 phase 2 prediction 
round where they could use our predictions in any way they wanted to submit an updated top 5.

Methods
In collaboration with the IDRIS national french GPU supercomputing center of GENCI for the 
structure inference and the PLBS/SINBIOS platform for data storage, we generated massive sampling 
data based on AlphaFold and ColabFold. The inference integrated diversity following mainly Björn 
Wallner’s parameterization used in CASP151 but exploiting the three neural network models currently 
available for AlphaFold for multimers. In addition, the last CAPRI conference in Feb 2024 showed 
that generating a high amount of structures with default AlphaFold parameters in many instances also 
leads to an increase in good quality models7, thus we added this condition.

Therefore, to integrate the maximum number of parameters in a massive sampling strategy but limiting 
the structures to a reasonable amount, we predicted, for multimers, 67 structures per AlphaFold neural 
network model (5 NN models x 3 NN versions = 15 for multimers) with AFmassive, resulting in 1005 
structures per condition for the 6 first sets of parameters listed in Table 1, for a total of 6030 structures. 
To complement them with more diversity in particular with the ColabFold_DB and MMseqs2 approach 
for alignments, we computed an extra 1005 predictions with ColabFold for an additional two sets of 
parameters, adding 2010 ColabFold predictions to the total (Table 1).

https://github.com/GBLille/MassiveFold
https://github.com/GBLille/AFmassive
http://www.idris.fr/eng/index.html
https://www.genci.fr/en
https://sinbios.plbs.fr/index_en.html


This results in a total of 8040 structure models for each target, except for the largest ones which would 
require too many GPU hours. For these, we reduced the number of predictions according to the size of 
the target.

For monomers, because only one neural network version was published by DeepMind and not three 
like multimers, we compensated by computing 67x3=201 predictions per neural network model, 
therefore obtaining 8040 structure models as well for each target, again except for the largest targets 
for which we reduced the number of predictions according to their size.

Predicted structures were not relaxed.

All predictions were ranked based on the AlphaFold confidence score and the top 5 structures were 
submitted to CASP16-CAPRI phase 1 as a MassiveFold baseline. All our predictions were then made 
available to all the predictors for phase 2. For the specific case of targets presenting alternative 
conformations, human input was involved in structure selection for the top 5.

Setup Dropout 
Evoformer

Dropout 
structure 
module

Templates Recycles
Structure 
inference 

engine

afm_basic X 21 AFmassive

afm_woTemplates 21 AFmassive

afm_dropout_full X X X 21 AFmassive

afm_dropout_full_woTemplates X X 21 AFmassive

afm_dropout_full_woTemplates_r3 X X 3 AFmassive

afm_dropout_noSM_woTemplates X 21 AFmassive

cf_woTemplates 21 ColabFold

cf_dropout_full_woTemplates X X 21 ColabFold

Table 1: Sets of parameters used for massive sampling in CASP16-CAPRI

Results
We computed massive sampling with MassiveFold for 73 targets (34 monomers and 39 multimers). 
8040 predictions were generated for each target, except for the following ones because of their large 
size:

- H1217 (5878 residues): 395 predictions
- H1227 (5689 residues): 45 structures were generated and the top 5 were submitted for phase 1, 

but for phase 2, the structure was trimmed to 2101 residues and 8040 predictions were 
generated

- H1258 (3092 residues); T1257 (3789 residues) and H1265 (3924 residues): 2040 predictions
- T1271 subunits: 2680 predictions each
- T1295 (3752 residues) and T1269 (2820 residues): 4080 predictions



In total, 510475 structures were produced.

Availability
MassiveFold is available here: https://github.com/GBLille/MassiveFold
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